
A7 Upgrade related 
Infrastructure and Sizing decisions 

Presenter: Subir Mukherjee 



AMANDA 7 Upgrade Path 

The following topics are pre-requisites for migration to A7. 

• A. 

– Multi-browser support 

– Starting point of Amanda version 

– Databases supported by A7 

– Application server and Java SDK version 

– Operating system and Client System Requirements 

– New ANSI standards adopted for MS-SQL environments. 

– Usage of sequences for MS-SQL environments 

• B. 

 Infrastructure and Sizing Decisions 

– Today we will cover this topic in detail 

 



AMANDA 7 Upgrade Path – 101s 

• Multi-browser support: IE 11, Edge, Chrome, Firefox and Safari 

 

• Starting point of Amanda version: Need to upgrade to A6 at the very 
least. 

 

• Databases supported by A7: Oracle 12c, SQL Server 2014 

 

• Application server and Java SDK version: SDK 1.7 
Tomcat 8.0 

Oracle Web Logic 12c 

IBM WebSphere 8.5.5 (with Java 7 add-on) 

Jboss EAP 6.4.0 * 

 

• Operating system and Client System Requirements: 

 Windows 2008 or 2012 Server 64-bit 

 Linux (Red Hat Enterprise Linux, SUSE Linux Enterprise Server, or Ubuntu  Server) 

 Unix (Managed and supported by customer IT team) 

 

 



SQL statements using ANSI standards 

1. JOINS that have been deprecated in SQL Server broadly fall into 2 

categories 

o INNER JOINs 

o OUTER JOINs for example 

 

 

 

 

 

 

 

2. To ensure all code terminates with a semi-colon. 

 

3. Compatibility mode 80 (SQL Server 2000) is deprecated. 

 

4. Max+1 logic to get the next RSN will use Sequences going forward.   

 



Scalability 

AMANDA is designed to deliver high performance and 
unmatched versatility to an unlimited number of concurrent 
users. 

 

• A7 platform could be scaled horizontally by adding more 
application or database server nodes to respective application 
or database server cluster(s).  

 

• The architecture and design of the solution provides support 
for increased transactional load, increased data volume and 
increased concurrent users.  

      

     This approach offers a system capacity upgrade roadmap 
which is not limited by the capabilities of a single server. Its 
accomplished through the addition of more servers at each of 
the specific layers. 

 



Scalability – cont’d 

 

• The number of Application servers or Public Portal 

servers can be increased to support growth.  

 

• However, scaling out the database servers must be done 

in accordance with the database engine capabilities.  

 



Scalability – cont’d 



Load Category 

How to choose your Load Category 

      

 Firstly, we briefly define a few key terms 

a)Users 

b)Folder Units per Year, or 

c)Peak Folder Units in 10 minutes 

 

• "Folder Unit" corresponds roughly to the number of folders in 

your database. 

 

• If you are using attachments, Executive Monitor/Dashboard, 

OpenTax, Mobile (with inspectors synchronizing each 

morning), or GIS Maps, then select the next‐largest category. 

 

 

 



Defining a Folder Unit of work 

 

The "Folder Unit" unit of work is defined as: 
– Logon, 

 

– Adding a new "average" folder, entering data in all rows and most 
columns, including property, people, info, 

 

– Attempts against 17 processes, and bills and payments 

 

– Task List, with attempt against process 

 

– Inspection Request 

 

– Logoff 

 



Criteria used to define a Folder Unit 

 

• The load calculations contained in this document are based on data 
from 30 customers that was statistically analyzed to determine 
average and peak usage, and performance tests. 

 

• The five most common folder types at each customer were 
identified, and then the data for each was statistically analyzed to 
find the average folder. It was determined that the average folder 
had: 

• 9 sub, 24 work 

• FolderProperty 

• FolderPeople 

• 30 FolderInfo (4 pick/choose, 8 alpha, 9 numeric, 8 boolean, 1 
date) 

• 19 FolderProcess (16 with business‐rule‐stored procedures) 

• Fee procedures (1 new, 3 other), with corresponding fees, bills, 
and payments 

 

 



Load Category – cont’d 
How was the Test Data put together? 

  

• AMANDA 7's application server (the browser html user 
interface) was load tested using web application 
performance tool (WAPT) varying users (human speed and 
no delay), CPUs, memory, and JDKs. 

 

• The Search Engine was tested with varying memory sizes 
and disk drive types. 

 

• The database server was driven using Folder Unit and other 
AMANDA 7 UI‐required operations to 100% CPU and / or 
100% Disk Utilization, including Attachment Blobs, Locking, 
and Disk Drive types. 

 

• The observations were then applied against customer peak 
usage (user, annual Folder, 10 minute Folder/Process/Info) to 
create the tables in this document. 

 

 



Load Category – cont’d 

• In table below, select the table row based on whichever 

one of the following gives you the largest Load Category 

 



Load Category – suggested hardware choice 



Load Category – hardware choice cont’d 



Load Category – hardware choice cont’d 



Load Category – hardware choice cont’d 



Browser Response Times 



Thank you! 


